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1 Gammaspektrometrie

basic information

Since gamma radiation has to be measured by obser-
ving different effects of interaction between matter and
radiation the effect’s basic principles are important for this
experiment, that deals both with measurement of gamma
radiation in general and two detector types in particular.

gamma spectra In this experiment gamma spectra of
radioactive nuclides are the main topic. The gathered da-
ta helps to analyse the nucleus’ states, the interaction of
gamma rays and matter as well as the→detectors capabi-
lities.

The spectras quality depends mainly on the detector that
has been used in order to measure the data. In the best ca-
se with low noise background there are a few peaks that
can be detected. The first ones are the photopeaks which
are – within the measurements of this experiment – the re-
sult of beta→decays that emit photons. If these photons
with an energyEγ hit an electron with the binding energy
EB ≪ Eγ the electron will be detached from the nucleus
and carry the kinetic energyEm

Em = Eγ −EB = h f −EB (1.1)

EB is typically in the order of a few electron volts. Alt-
hough the energyEm is less thanEγ , the recombination at
the dynodes within the photomultiplier leads to a measu-
rement of the full energy. The position with a lower energy
level El that has been left empty will be filled by an elec-
tron from a higher energy levelEh. This can be achieved
by emission of radiation which leads toKα andKβ peaks
at

Eα = Eh−El (1.2)

for differentEh. El corresponds to the ground state. Usual-
ly these states are degenerated, but the difference between
the energy levels is far to small to be measured with the
equipment used in this experiment. The second possibility
is the emission of AUGER electrons that carry the energy

Eag = Eα −E′
B−EB (1.3)

Due to the fact that the AUGER process involves three
electrons of which two are leaving the atom, two binding
energiesEB andE′

B have to be subtracted. First the inco-
ming photon detaches one electron. The second electron
changes the energy level to that of the first one and emits
a photon that detaches a third electron. The first electron
is usually in one of the lowermost states.

Other peaks – one per photopeak – occur due to the
COMPTON effect. The COMPTON effect is one possible
interaction of gamma rays with matter. The photon will be
scattered by a degreeϕ and the electron gets some kine-
tic energy from the photon and changes its direction. Due
to energy conservation the photon’s wavelength increases.

The amount of energyT transferred from the photon to the
electron depends onϕ .

T = Eγ



1−
1

1+ Eγ
mec2 (1− cosϕ)



 (1.4)

whereEγ is the energy of the photon before scattering.
This formula can be obtained from the result of combi-
ning energy and momentum conservation

λ ′
γ −λγ =

h
mec

(1− cosϕ) (1.5)

The COMPTON peak results from the maximum energy
Tmax for ϕ = π

Tmax= Eγ



1−
1

1+ 2Eγ
m0c2



 (1.6)

It is possible for a scattered photon to leave the detector –
in this case the measured energy for this decay is too low.

Fig. 1.1: geometry of COMPTON scattering of a photon
with the wavelenghλ before andλ ′ after the scattering
with the electrone− and the angleϕ

Fig. 1.2: the COMPTONspectrum untilTmax; cf. [7]

Another possibility is the occurrence of scattering outside
the detector. The result is the so called backscatter peak at

Ebs= Eγ −Tmax (1.7)

Another type of peaks are the escape peaks. In case the
photon carries more than twice the rest energy of an elec-
tron, pair production is possible. The result of this pro-
cess is one electron and one positron that will annihilate
with another electron and emits two photons with the rest
energy of an electron (511 keV). If one of this photons es-
capes the detector, the peak is called single-escape peak;



3

if both photons escape the detector, it is called double-
escape peak. For each photopeakEx with an energy of
more than 1022 keV the escape peaks should occur at

Es = Ex−mec
2 Ed = Ex−2mec

2 (1.8)

This process is possible outside the detector as well. In
this case one of the photons can reach the detector which
leads to an annihilation peak at

Ean= mec
2 ≃ 511 keV (1.9)

decay Although there are three main types of decay the
most important in this experiment – cf. Tab. (1.1) – is the
beta decay that follows

1
0n→ 1

1p+e−+νe (1.10)

for theβ− decay and

1
1p→ 1

0n+e++νe (1.11)

for the β+ decay. The daughter nuclei are mostly in an
excited state. The positron resulting fromβ+ decay an-
nihilates within the detector or at least nearby so the in-
tensity of the annihilation line is much higher than expec-
ted, especially since the annihilation leads to two 511 keV
photons due to conservation of momentum.

nuclide decay result energy [keV]
22
11Na β+ 22

10Ne (stable) 1274,5
60
27Co β− 60

28Ni (stable) 1173,2; 1332,5
137
55 Cs β− 137

56 Ba (stable) 661,7
133
56 Ba β+ 133

55 Cs (stable) 31,0; 81,0; 356,0
241
95 Am α 237

93 Np (α) 13,9; 59,5

Tab. 1.1: nuclides used in this experiment, their main de-
cay type, the daughter nuclei and the most important pho-
topeaks according to [1]

The process of alpha decay can be described as

A
ZX →A−4

Z−2 Y +4
2 He (1.12)

If the nucleus is in an excited state it is possible that the
energy difference to the ground state is directly emitted by
an electron. This process is similar to the AUGER process
but involves only one electron.

A
ZX∗ →A

Z X +e− (1.13)

This effect is called internal conversion.

detector γ radiation is detected using indirect methods.
In this experiment two kinds of detectors are used: a
NaJ(Tl) scintillation counter and a germanium detector.

The scintillation counter consists of a crystal that is sen-
sitive to photons with an energy of the radiation being
analysed and reacts with fluorescence to incoming pho-
tons. The resulting photons carry less energy than the first

ones, but detach electrons from the side of the crystal that
is covered by a photomultiplier due to photo effect. The
other sides of the crystal are covered in order to reflect the
radiation. The photomultiplier rises the current by a fac-
tor of 106 to 1010. This way even single photons can be
detected. The resolution of this kind of detector is about
6-10% and the dead time in the order of 10−6s[12, 4].

The germanium detector can be thought of as a diode with
a voltage in reverse direction. An incoming photon creates
electron-hole pairs whose amount is linear proportional to
the energy of the photon – on average one pair per 2.98 eV.
Since the voltage will „remove“ the electron-hole pairs
from the active germanium zone, a current can be mea-
sured. In order to assure the necessary sensitivity a small
amount of lithium is added to the active material.[5] For
bigger detectors it is complicated to obtain the demanded
concentration so permanent cooling to a temperature like
-20◦C for storage is necessary[4]. During the whole expe-
riment the temperature must not exceed -196◦C in order
to keep the noise, the reverse current, low enough [4] –
this is archieved by the use of liquid nitrogen. The energy
resolution of a semiconductor based detector is [5] about
0.15%. The dead time of a semiconductor based detector
is [4] in the order of 10−6s.

Fig. 1.3: schematic comparison concerning the resolution
of the scintillation counter (stroked) and the germanium
detector (dashed) for a60Co source according to [9]

The signals of both types of detectors are – after two
chained amplifiers applied some corrections – proportio-
nal to the energy of the photons from the radiation, since
both the work function and the middle energy necessary
to create an electron-hole pair is constant and with few
eV relatively small compared to the energy of the pho-
ton that ranges from few keV to few MeV. The amplifiers
change the parameter to be measured as well: the detec-
tors’ output is a current, the filter’s output is a voltage.
A multichannel analyser sorts and counts these impulses.
The calibration between channel and energy can be do-
ne using at least two sources emitting radiation of known
energy, since of the linearity of the correlation [5].

Another property both detectors have in common is the
width of the peaks: although the germanium detector has
sharper peaks neither the scintillation counter nor the se-
miconductor detectors lead to discrete values. From the
statistical point of view a gauss distribution with

σ2 = N (1.14)

would be expected. Experimental data shows that this ed-
ge case is a far to pessimistic approximation. Therefore
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the FANO factorF is introduced[6]

σ2 = FN 0< F ≤ 1 (1.15)

A typical value [4] forF concerning data gathered using a
semiconductor detector is 0.1-0.2, the detector in this ex-
periment has [5] a fano factor of approximately 01.. For
scintillation counters [9] the FANO factor is≃ 1. The ener-
gy resolutionR depends on the FANO factor

R= 2,35

√
FN
N

(1.16)

with the amount of eventsN. So a lower FANO factor leads
to a better energy resolution.

mass attenuation coefficient The attenuation of gam-
ma radiation within matter depends on the material’s
thicknessx and follows

I(x) = I0e−µx (1.17)

whereI0 is the intensity atx = 0 andµ is the attenuati-
on coefficient.µ/ρ is the mass attenuation coefficient.µ
can be obtained [9] from the density of atomsN of the
material being used and the cross sectionσ ′

µ = Nσ ′ = σ ′ NAρ
m

(1.18)

whereNA is AVOGADRO’s Number,ρ the density andm
the molecular weight. The value ofσ ′ depends on separate
cross sections from the possible interaction processes. As-
suming that only electrons from theK shell are involved
in the photo effect the dependence on the atomic number
Z of the photo effect cross sectionσP can be estimated[9]
to

σP ∝
Z4

E3 (1.19)

The exact value for the exponent depends on the energy
of the radiation – in general higher energy leads to lower
cross section. One exception is important and will be used
for the measurement of the conversion energy: if the ener-
gy of radiation is a little bit smaller than the binding ener-
gy of a shell the cross section drops significantly. This

peak is named after the shell being involved – in this ex-
periment theK edge will be analysed. The binding energy
of theK shell depends on the atomic numberZ. This rela-
tion can be approximated[12] forK shell electrons

EB ≃ E0(Z−1)2 (1.20)

with the binding energy of the hydrogen atomE0. Using
absorbers with a differentZ the K edge can be shifted
along the energy axis.

Two other cross sections are important. The first one be-
longs to COMPTON scattering and scales[2] with regard
to all Z electrons

σC ∝
Z
E

(1.21)

and the second one belonging to pair production[12]

σPP ∝ Z2 lnE (1.22)

The total cross section necessary to obtainµ is given by

σ ′ = σP+σC+σPP (1.23)

Fig. (1.4) shows that one these three cross sections is big
enough for every wavelength to be absorbed. If the detec-
tor is big enough every radiation that is not being reflected
out of the detector will be registered.

Fig. 1.4: dependence ofσ ′ (stroked, bold) on the pho-
ton’s energy according to [9, 2] withσP (stroked, thin),
σC (dashed),σPP (dotted) and theK edge (arrow).Emin
depends on the material used for the experiment and its
typical value is about 5 MeV. The energy axis is scaled
logarithmically.

experimental setup

The radioactive material was placed behind a shield of
lead and was kept there as long as possible. In order to
reduce the radiation dose as much as possible all reposi-
tioning of the different isotopes has been performed by the
help of tweezers. The cooling necessary for the germani-
um detector and the settings for the scintillation counter
was prepared by the tutor.

The60Co sample with a higher intensity was placed in
an additional cylindric shield. The other samples were fi-
xed within a small disc made of plastic that could be at-
tached to a lead brick holding the disc for the duration of
the experiment.

Fig. 1.5: the setup for measurement with radioactive ma-
terial M, the scintillation counter S and the germanium
detector H on the table (grey), the amplifier V, the oscil-
loscope O and the computer C
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tasks

scintillation counter

With the137Cs sample mounted the oscilloscope was used
to determine the effect of the amplifier. The amplifier al-
lowed to change the gain and a time constant. First of all
we adjusted the settings to obtain a clearer image from the
oscilloscope. Then the oscilloscope’s cursor function has
been used to measure the rise and fall time of the signal
before and after the amplifier. The datasets in fig. (1.6)
and (1.7) whose errors has been estimated to 0.5µs and
0.05 V had to be separated into two diagrams due to their
different voltage level.

Unfortunately the oscilloscope could not display the
very first 2µs of the signal. We guess that this behaviour
is related to the trigger signal, but changing the trigger le-
vel did not resolve this problem. Therefore the rise time
before the amplifier can only be estimated to

tr = (2±0.5)µs

The error oftr is estimated as well and corresponds to the
error of the measured data. Linear regression applied to
the data in the range of 2-15µs leads to the fall time. The
linear function

f f (t) = af t −bf

with

af = (0.0516±0.0025)
V
µs

bf = (−1.241±0.023)V

is plotted in fig. (1.6). The intersection of the regression
line and the x axis determines the fall timet f but tr has to
be subtracted.

t f =
−bf

af
− tr (1.24)

The gaussian error propagation gives

∆t f =

√

√

√

√

b2
f

a4
f

(∆af )2+
1

a2
f

(∆bf )2+(∆tr)2 (1.25)
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Fig. 1.6: voltage over time before the amplifier
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Fig. 1.7: voltage over time after the amplifier; the error
bars are very small

and therefore

t f = (24.1±1.3)µs

The same procedure can be applied to the other measu-
red datasets. First of all the beginning of the sine shaped
curve has to be determined. Linear regression on

f ′r (t) = a′rt −b′r

applied to the four first datapoints of fig. (1.7) leads to

a′r = (0.658±0.045)
V
µs

b′r = (−0.80±0.34)V

The maximumtm of the sine shaped curve is at

tm = (12±0.5)µs

So the rise timet ′r can be calculated

t ′r = tm+
b′r
a′r

(1.26)

with

∆t ′r =

√

b′2r
a4

f

(∆a′r)2+
1

a′2r
(∆b′r)2+(∆t ′r)2 (1.27)

t ′r = (10.78±0.72)µs

Using a third linear regression for the data between 13 and
20 µs the fall timet ′f with

f ′f (t) = a′f t −b′f

and

a′f = (−0.743±0.040)
V
µs
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b′f = (15.09±0.66)V

gives

t ′f = (9.5±1.5)µs

with

t ′f =
−b′f
a′f

− tm (1.28)

and the error calculated by the gaussian error propagation
– as it will be done throughout the entire protocol.

The most important observation is the reduced fall ti-
me at the cost of an increased rise time. The sum of the
rise and fall time remains approximately the same, but a
sine shaped curve is much easier to analyse. The shape
of the measured data before the amplifier corresponds to
the physical processes involved: the fraction of relaxated
atoms during the fluorescence follows an exponential cur-
ve and depends on the material being used so the fall time
should be much longer than the rise time. According to
[8] it might have been possible to resolve the peak before
the amplifier by increasing the time constant setting, sin-
ce that should scale the data from fig. (1.6) along the time
axis. Unfortunately the setup did not allow to increase the
time constant even more.

photopeaks: scintillation counter

For the second part of the experiment the gain and the
time constant of the amplifier were changed in order to
extend the spectrum to the full range of the multichannel
analyser and maintain the peaks’ shape. We used approxi-
mately 3000 channels. Choosing a wider range caused the
measured data to be much less significant. The total num-
ber of events counted is about 879,000 for60Co, 224,000
for 22Na and 306,000 for137Cs. For each measurement
we waited until the relative shape of the peaks didn not
change anymore.

Fig. (1.8) shows an example of the datapoints. The re-
levant data for each photopeak (position and FWHM) has
been determined using the computer program MAESTRO
and is listed in tab. (1.2). It has been helpful to know the
relative positions of the photopeaks since the22Na mea-
surement’s highest peak is not a photopeak.

The given energies of the photopeaks can be used to de-
fine the linear dependence between channel number and
energy as shown in fig. (1.9).

peak min top max FWHM
60Co: 1 1921 2012 2102 181
60Co: 2 2156 2262 2324 168
22Na 2077 2130 2173 96
137Cs 1192 1254 1311 119

Tab. 1.2: measured data for different photopeaks with the
peak at channel „top“, and the boundaries relevant to the
FWHM „min“ and „max“; all data specified in channels
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n
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Fig. 1.8: recorded spectrum for60Co as an example; only
the lowermost 3000 channels are visible; the other spec-
tra show similar shaped peaks

With the channel numberα the energy in keVE(α) is

E = cα +d (1.29)

with

c= (0.677±0.021) keV

d = (186±40) keV

This relation is plotted in fig. (1.9) as well and necessary
to calculate the energy resolutionδ in tab. (1.3).

δ =
∆E
E

(1.30)

where∆E equals the half FWHM.
The results seem to be reasonable as the energy resolu-

tion should be in the order of a few percent[4]. The coef-
ficient of determination

R2 = 0.998

confirms the expected linear dependence.
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Fig. 1.9: measured positions of the photopeaks and their
energies
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peak energy [keV] δ
60Co: 1 (1176± 61) 0,05
60Co: 2 (1345± 57) 0,04
22Na (1256± 33) 0,03
137Cs (662± 40) 0,06

Tab. 1.3: Calculated data for different photopeaks with the
energy resolutionδ . All the values agree with the refe-
rence values in tab. (1.1) – the correlation is much better
than the calculated errors.

mass attenuation coefficient

For each of the materials lead, copper and aluminium a
set of plates was given. The plates’ thickness was in the
range of two to four millimetres. Various combinations
of those plates were used to measure the dependence of
intensity on the thickness. The plates were clamped verti-
cally between two bricks of lead so the radiation of a60Co
source passed through this shield and reached the scintil-
lation detector. Due to the high intensity of radiation the
source was shielded itself within a cylindric box made of
lead.

MAESTRO, the software that has been used to calcula-
te the information, allows the user to specify a region of
interest and computes the total count rate by integrating
the counts „gross area“ and the noise that has to be sub-
tracted. In the software’s terminology this area is called
„net area“. In order to compare the count rates the durati-
on of the measurement had to be constant. We first tried a
thick layer of lead and waited until the spectrum seemed
to be mostly stable. This took approximately two minutes,
so the further measurements were timed to this duration
using a stopwatch. The time error can be estimated to half

a second. That’s rather short but reasonable for a expected
event. The use of the internal stopwatch of MAESTRO
would be an alternative. The highest total count rate du-
ring the two minutes was registered for no shielding at all
and is aboutN =83,000 so the average count rate mea-
sured during the time error is 346 and the statistical error√

N is 288. These two errors have to be combined in order
to analyse the data

∆N =
√

N+
N

240
(1.31)

The dead time of a scintillation counter is in the order of
10−6 which gives the limit of 1,000,000 events per se-
cond. The highest number occurred here is 692 events per
second. That confirms the choice of placing the strong
60Co source approximately 10cm away from the scintil-
lation detector. The gap could be narrowed in the case a
tripod or similar equipment to hold the plates would have
been available.

Fig. 1.10: a simplified shape of the two60Co photopeaks
with the (grey) range used to obtain the „gross area“ and
„net area“

material thickness [mm] gross area net area total count rateln(total count rate)

– 0 (82600± 630) (12720± 170) (69880± 650) (11.1545± 0.0093)

lead (2,0± 0,1) (78250± 610) (8600± 130) (69650± 620) (11.1512± 0.0089)
lead (3,0± 0,1) (76350± 590) (11920± 160) (64430± 620) (11.073± 0.010)
lead (5,5± 0,1) (60160± 500) (12050± 160) (48110± 520) (10.781± 0.011)
lead (8,0± 0,1) (53550± 460) (10600± 150) (42950± 480) (10.668± 0.011)
lead (12,0± 0,1) (43100± 390) (6940± 110) (36160± 400) (10.496± 0.011)

copper (3,0± 0,1) (74870± 590) (8270± 130) (66600± 600) (11.1064± 0.0090)
copper (6,0± 0,1) (69030± 550) (10370± 150) (58660± 570) (10.980± 0.010)
copper (9,0± 0,1) (63290± 520) (8610± 130) (54680± 530) (10.909± 0.010)
copper (11,0± 0,1) (54920± 460) (6470± 110) (48460± 480) (10.788± 0.010)
copper (12,0± 0,1) (52380± 450) (9660± 140) (42720± 470) (10.662± 0.011)

aluminium (3,0± 0,1) (71310± 560) (9230± 130) (62080± 580) (11.0362± 0.0093)
aluminium (6,0± 0,1) (71250± 560) (9790± 140) (61460± 580) (11.0262± 0.0095)
aluminium (9,0± 0,1) (64890± 530) (7210± 120) (57680± 540) (10.9627± 0.0093)
aluminium (12,0± 0,1) (61450± 500) (7130± 110) (54320± 520) (10.9026± 0.0095)
aluminium (15,0± 0,1) (59800± 490) (10100± 140) (49700± 510) (10.814± 0.010)

Tab. 1.4: measured and calculated data for the different count rates during a data capture of two minutes. Only gross and net
area are measured values.
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Fig. (1.10) shows the range we decided to analyse with
the software for each measurement. The left limit is the
minimum between the two photopeaks and the right one
the position where the count rate is reduced to half the
maximum disregarding the noise. The results depended
strongly on the defined region.

The thickness of the plates was given by labels atta-
ched to them specifying the value in 1/10 mm. The error
was therefore estimated to 1/10 mm and reflects the error
resulting from positioning the plates at different angles as
well.

During the ongoing measurements the data from tab.
(1.4) was plotted. With the absorber’s thicknessd the lo-
garithmic value of the count rate can be analysed

∆(lnN) =

√

(

∂ lnN
∂N

)2

(∆N)2 =
∆N
N

(1.32)

The results of the linear regression on

g(x) =−µd+b (1.33)

with the depthd and the interceptb is given in tab. (1.5).b
equals the natural logarithm of the intensity in the border
case without any shielding and should be identical. Con-
sidering the error ranges this condition is met.

Given the densitiesρ the mass attenuation coefficient

µP =
µ
ρ

(1.34)

can be obtained.
Tab. (1.6) shows the results together with the reference

values. The results for lead are identical within the error
range, the other two are compatible with the reference da-
ta. The results meet the expectations as well: lead is much
more efficient as shielding in terms of thickness, and alu-
minium is approximately as usable for shielding as lead
with regard to the necessary mass.

mat. µ [1/cm] b R2

Pb (0.619± 0.072) (11.202± 0.047) 0.95
Cu (0.386± 0.051) (11.197± 0.041) 0.93
Al (0.207± 0.020) (11.138± 0.018) 0.96

Tab. 1.5: calculated values for the attenuation coefficient
µ for differerent materials using linear regression with
coefficient of determinationR2

mat. ρ [g/cm3] µP [cm2/g] µ∗
P [cm2/g]

Pb 11.34 (0.055± 0.006) 0.059
Cu 8.96 (0.043± 0.006) 0.053
Al 2.7 (0.076± 0.007) 0.055

Tab. 1.6: calculated values for the mass attenuation coef-
ficient µP for differerent materials with their densitiesρ
according to [3] and the reference valueµ∗

P [10] for a
energy of 1.25 MeV

The dominant effect in this energy range is COMPTON

scattering[9]. The coarse gain setting was set to 20, the
time constant to 8µs and the fine gain to 0.7.
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Fig. 1.11: decreasing intensity of radiation for the 1.33
MeV photopeak of60Co and lead shielding
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Fig. 1.12: decreasing intensity of radiation for the 1.33
MeV photopeak of60Co and copper shielding
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Fig. 1.13: decreasing intensity of radiation for the 1.33
MeV photopeak of60Co and aluminium shielding
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germanium detector

Following the same procedure as in the first task the pro-
perties of the germanium detector should be determined.
The only change necessary to the setup was to switch the
cable between detector and amplifier. Afterwards the os-
cilloscope was used to record the shape necessary to mea-
sure rise and fall time. The coarse gain setting was set to
50, the time constant to 4µs and the fine gain to 0.7. This
way the curves shown by the oscilloscope were not stable
but recordable. Due to this fluctuation the error had to be
estimated higher than in the first task: 5mV and 5µs – that
corresponds to 1/10 of a unit displayed by the oscillosco-
pe.

The data in fig. (1.14) follows the expected shape – cf.
the first task. The rise time before the amplifier was calcu-
lated by the intersection of the linear regression function

h(t) = ir t + jr (1.35)

for the first three data points in fig. (1.14) with a constant
function at the maximum of the peakUm= (165± 5) mV.

ir = (8.00±0.58)
mV
µs

jr = (−77±12) mV

give the rise timeτr with respect to the offsetor = (10±
5)µs (the first measured datapoint)

τr =
Um− jr

ir
−or = (20.3±5.5)µs

with

∆τr =

√

(∆Um)2+(∆ jr)2

i2r
+

(Um− jr)2

i4r
(∆ir)2+(∆o)2

(1.36)

Using the four datapoints after the maximum for linear
regression gives

i f = (−1.20±0.17)
mV
µs
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Fig. 1.14: voltage over time before the amplifier
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Fig. 1.15: voltage over time after the amplifier

j f = (223±11) mV

which in turn lead to the fall timeτ f with the offset
of = (40±5)µs (the peak’s maximum)

τ f =
− j f

i f
−of = (146±28)µs

with

∆τ f =

√

√

√

√

(∆ j f )2

i2f
+

j2f (∆i f )2

i4f
+(∆of )2 (1.37)

The recorded data for the peak after the amplifier is
shown in fig. (1.15). The error has been estimated to 0.5
µs and 0.3 V.

Applying the same methods as mentionned above to
this data withUm = (−10.6± 0.3) V ando′r = 0 gives

i′r = (−1.087±0.047)
mV
µs

j ′r = (0.20±0.28)mV

for the range between start and the maximum and there-
fore

τ ′r = (9.94±0.57)µs

The result for the range between maximum and zero cros-
sing witho′f = (11.0±0.5)µs (the peak’s minimum) is

i′f = (0.964±0.038)
mV
µs

j ′f = (−22.37±0.66)mV

and

τ ′f = (12.2±1.2)µs

has been plotted in fig. (1.15).
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Fig. 1.16: recorded spectrum for241Am as an example;
only the lowermost 1000 channels are visible; the other
spectra show similar shaped peaks

peak min top max FWHM
60Co: 1 4627 4632 4637 10
60Co: 2 4095 4100 4104 9
22Na 4434 4442 4446 12
137Cs 2313 2317 2325 12
241Am: 1 208 214 220 12
241Am: 2 91 95 105 14

Tab. 1.7: measured data for different photopeaks with the
peak at channel „top“, and the boundaries relevant to the
FWHM „min“ and „max“; all values specified in chan-
nels

photopeaks: germanium detector

This task is basically the same as the second one: the main
difference is the use of the germanium detector and the
additional sample of241Am. Therefore the same nomen-
clature will be used and only methodical differences com-
pared to task two are described.

This time the adjustment was easier so approximately
5000 channels could be used. A sample of the results is
shown in fig. (1.16). The measurements have a total count
rate of 464,000 (241Am), 65,000 (22Na), 229,000 (137Cs)
and 1,922,000 for60Co. In the first three cases we waited
until the peaks seemed not to be sharpened anymore. In
the last case we erroneously assumed that the weak sour-
ce should be used for the detaillied spectrum analysis later
on.

Again the peak’s data was observed using the computer
and is shown in tab. (1.7).

The linear regression for eqn. (1.29) leads to

c′ = (0.28870±0.00092) keV

d′ = (−7.9±3.0) keV

which in turn gives the data in tab. (1.8).
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Fig. 1.17: measured positions of the photopeaks and their
energies

peak energy [keV] δ
60Co: 1 (1330,0± 1,4)∗ 0,001
60Co: 2 (1175,7± 1,3)∗ 0,001
22Na (1274,5± 1,7)+ 0,001
137Cs (661,0± 1,7)+ 0,003
241Am: 1 (53,8± 1,7)− 0,03
241Am: 2 (19,5± 2,0)∗ 0,10

Tab. 1.8: Calculated data for different photopeaks with the
energy resolutionδ . Values agree (∗), disagree (−) or are
identical (+) with the reference values in tab. (1.1). The
reason for this behaviour is the very small error range.

peak energy [keV] β β ′

COMPTON: 1 1118,1 3730 3719
COMPTON: 2 963,4 3218 3209
backscatter: 1 214,4 740 738
backscatter: 2 209,8 725 723 (?)
single escape: 1 821,5 2749 2745
single escape: 2 662,2 2223 –
double escape: 1 310,5 1058 1041
double escape: 2 151,2 531 –
annihilation 511 1721 1707

Tab. 1.9: the possible peaks with their expected energy
converted to a theoretical channel numberβ together with
the measured channel numberβ ′. The photopeaks are lis-
ted in tab. (1.8) and are not repeated. The backscatter
peak for the second photopeak seems to be plausible but
is not clearly distinguishable from the first photopeak’s
backscatter peak.

This time not only the energy resolution is much bet-
ter and agrees with [9] in most cases; the coefficient of
determination has increased

R′2 = 0.99996

The values for241Am can not be compared to the former
results for the scintillation counter directly since therewe-
re no measurements for energies this low.
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Fig. 1.18: detailled spectrum for60Co recorded using a long time exposure. The red box shows the magnified range in fig.
(1.19)

The full spectrum of60Co recorded with the strong
source for about 35 minutes is shown in fig. (1.18) and
is based on about 94,077,000 events. Unfortunately the
amplifier’s settings had changed so the calibration in fig.
(1.18) is different from the one in tab. (1.8).

E′′ = 0,302 keVβ −9,307 keV (1.38)

with the channel numberβ .
The expected and found peaks are listed in tab. (1.9).

In general the positions are near enough to be considered
equal, but a constant offset of a few channels is evident.
Considering the FWHM measured for the energy resoluti-
on a deviation of 5-10 channels can be estimated as error.
In this case all visible peaks are at least compatible. The
escape peaks for the second photopeak were not visible.
Instead two new peaks arose around channel 258 and 291
(69 and 79 keV). Those are the Kα and Kβ peaks of lead
resulting from the shielding, which are found at 75 keV
and 85 keV[11]. The differences between measured data
and reference result from the less accurate calibration in
combination with the measurement error. Two photopeaks
are not reliable enough but a good approximation: within
the spectrum recorded for the weaker60Co source these
peaks are at approximately 69 and 80 keV. The compari-

son of the weak source’s spectrum and the one of higher
activity shows clearly how advantageous a higher count
rate is with respect to statistical effects. Fig. (1.19) shows
the fluctuation of both sources.
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Fig. 1.19: fluctuation of the weak and strong60Co source
near the annihilation peak that is missing within the data
gained from the weak source. The weak source’s data has
been scaled by 42.

absorber Z reference gross reference net Kα gross Kα net ϕ

Sn 50 (22010± 150) (15480± 120) (7709± 87) (2576± 50) (0.79± 0.01)
Sb 51 (21110± 150) (15860± 130) (8331± 91) (2185± 47) (1.17± 0.02)
Te 52 (10730± 100) (6796± 82) (18160± 140) (9580± 98) (2.18± 0.03)
I 53 (19320± 140) (13860± 120) (29590± 170) (19950± 140) (1.76± 0.02)

Tab. 1.10: atomic number Z and count rates for the reference peak at 81 keV and the Kα peak [1] at 31 keV (both measured)
with the calculated valuesϕ
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Kα line of 133Ba

The last task was the measurement of the Kα line of 133Ba.
Perhaps „measurement“ is the wrong expression, since the
range for the K edge can only be narrowed. The concept
of this method is to use the significant drop of the cross
section around the K edge – cf. fig. (1.4). In order to sup-
press disturbing effects from the positioning or the dura-
tion of the measurement the intensity of two peaks were
compared for each spectrum. That’s another approximati-
on, since the reference peak at 81 keV is influenced by the
absorber’s K edge as well. Therefore the results are basi-
cally qualitative. The ratio between the Kα peak’s count
rate and the reference peak’s is calledϕ in tab. (1.10).

With additional information [11] concerning the ener-
gy of the Kα transition the datapoints in fig. (1.20) could
be calculated. The significant change ofϕ is evident – the
Kα line of 133Ba is between the inner two datapoints

Kα = (30.4±0.6) keV

This value is confirmed by the reference information: [1]
expects it to be at 30.9 keV.

28 29 30 31 32 33

1

1,5

2

E [keV]

ϕ

Fig. 1.20: ratioϕ over the absorber’s K edge energy [11]

conclusion

This experiment taught the qualities of both scintillati-
on detectors and the germanium detector. The former is
easier to use and requires less equipment, the latter retrie-
ves data with a much better energy resolution. Both were
actually used to gather data and had proven their abilities.
The most outstanding problem is the multichannel analy-
ser, more precisely, the definition of the count rate. The
linear model the software relies on is not open to the user
and seems unreliable since small changes in the peak’s
borders lead to dramatic changes for the values of gross

and net area. Therefore a spectrum without any sources
near to the detectors should be recorded and substracted
from the measured data.

The spectra are distinct and most of the predicted ef-
fects could be observed. Moreover the analysis of the at-
tenuation coefficient led to good coefficients of determi-
nation. One change to the setup seems reasonable: the
duration of the measurement should be recorded by the
computer. In this case the introduced error would be much
smaller.
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